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About these notes:


Well, folks, here they are: the complete set of Disasters notes.  They were compiled from the notes I took in class; augmented with the material that Dr Sommerville so kindly made available in the library; and cross-checked with Melissa Clarke and Tara Ashworth’s notes (both Sci ’99).  Their warp-speed handwriting caught the things I missed when I was making my chicken scratchings.  If the notes prove to be useful, pass ‘em down to your Frosh!  And, hey, if you catch me at Ritual… well, you know.


Cheers,


Robert Burke�Sci ’99
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Codes of Conduct


A Code of Conduct is about:


Ethics


(	Morals


	(	Your Own


	(	All Engineers


(	Responsibilities


	(	Duties to Self


	(	Duties to the Public


What Are They?


Everyone has codes of conduct in various aspects of life.


marriage


family


driving


school


Engineering





The public are the guinea pigs of Engineers!  What are they entitled to?


Products produced which are beneficial to the majority of people


The risks of products are identified to the users, or “Informed consent.”  (Ex: Automobile recalls)


Engineers and their companies accept responsibility for the products they make from their conception to the end of the product’s life.  (Remember tire fires?)





The products Engineers produce aren’t absolute items; they are more like experiments.


What is responsible experimentation by engineers?


The Engineer’s primary obligation is to protect the public’s safety – even non-users of the product being produced!


An Engineer must forecast possible side effects and make reasonable efforts to monitor them.


An Engineer must have personal involvement in all aspects of the project.


The Engineer must accept accountability for the result of their works.


What are the two most frequent rationalizations used by engineers to participate in unethical activities?


If I don’t do it, someone else will.


I only work here.


How is protecting public safety done?


The risks of products are clearly identified (e.g. HAZ-OP Analysis)


The purpose of the product is identified; guard against misuse. (The shorted battery example)


The costs of reducing the risk are estimated.


The costs are weighed against organizational goals and acceptability of the risks by the public.


The product / process must be tested prior to final design and manufacture.  (In keeping with “stay with product through its lifecycle”)


When is “whistle-blowing” justified?


When the harm done by the product or process to the public will be considerable.


The Engineer first makes the concern known to the supervisor


Getting no satisfaction from immediate supervisor, the Eng must exhaust channels within the organization.


Usually these three take care of any concerns.  And additionally, if they don’t:


There is hard evidence that the Engineer’s view is correct and the company is wrong.


There is evidence that making the information public will prevent the threatened harm.


What roles do these codes play?


They give guidance concerning obligations of Engineers to society.


They give support to an Engineer who has to make a tough decision to follow an ethical path.


They provide a basis for investigating the questionable conduct / practices and disciplining.


They contribute to the public image of the profession.


What are the limitations of codes?


Codes are general and vague.


Codes must be interpreted with a sense of responsibility.


Conflict often occurs between the code requirements.  (e.g. employer vs. public safety.)


The CCPE Code of ethics (abbreviated)


Hold the safety, health, welfare of public, environment above all else


Offer advice only in areas of competence


Act as faithful agents to clients and employers; maintain confidentiality


Keep informed in knowledge in which you practice and strive to advance knowledge in that field


Conduct business with fairness and courtesy towards clients and others; give credit where it is due.


Present ideas and decisions clearly.


Report illegal actions of other Engineers


Make sure the public is aware of the consequences of your actions.


Corporate Ethics – what’s involved in “keeping it safe”?


Fair, non-discriminatory practices for tending to contacts and supply – selection based on business reasons only.


No kickbacks (using influence in an improper way), price-fixing, unlawful payments.


No facilitating payments in foreign countries


Must be made public


If a controller refuses to show it in accounts, it’s basically unacceptable.


No gifts or entertainment intended to influence a specific decision (Ex. Is getting a desk set too much?)


Adequate internal control, division of authorization.


What kills you isn’t the payment, it’s the cover-up.


Accounting practices must be clear


What about Conflicts of Interest for Managers?


Disclose any significant interest in a supplier, customer, or contractor.


Avoid business with an employee.


Perks, loans, stock options must be made public.


Expense accounts must be properly controlled and authorized.  (Ex. Premier Ralph Cline’s wife earns a windfall from shares in a company her husband supported.  Moral of the story: What’s OK for PoliSci types isn’t for Engineers.()


Ethics for Executives (Insiders)


No person shall purchase / sell securities with knowledge of “material” information that hasn’t been generally disclosed.


No person shall disclose “material” information to another person/company that hasn’t been generally disclosed.


Definition of “Material”: Reasonably be expected to have a significant effect on the market price of a security.





Insiders must report their trading to Securities Commission.


The Ocean Ranger Disaster


The Event


On February 15, 1982, the semi-submersible Ocean Ranger capsized and sank in the Grand Banks off the coast of Newfoundland, 170 nautical miles east of St. John’s.


The Consequences


84 died, of which 69 were Canadians.  The entire crew.  The vessel was found upside down on the bottom.  It had capsized bow-first, and was longer than the water was deep at the point where it fell.  


The Follow-up and Analysis


A Royal Commission was established by the Canadian and Newfoundland governments to investigate the cause and make recommendations.


History of the Ocean Ranger


The OR was Designed by ODECO Engineers Ltd. of New Orleans, Louisiana and Norweigian firm Fearnly and Eger A/S.


1976	Built by Mitsubishi Heavy Industries in Japan, launched.  First operated in Bering Sea off Alaska.


1979	Moved to site off NJ, USA


1980 May	Moved to Ireland


1980 Nov	Moved to Grand Banks


On the Grand Banks, it was operated by ODECO Drilling of Canada, a subsidiary of the US firm, under contract to Mobil Oil, Canada.  The responsibility for its operatition, in a nutshell, fell to ODECO.


Classification of Ocean Ranger


Built and classified under the rules of the American Bureau of Shipping (ABS)


Originally registered in Panama, later transferred to the USA; therefore subject to US registration – that is, the US Coast Guard


At the time of sinking, one of the certificates issued by the US Coast Guard had expired.  A 1979 inspection showed the life boats needing replacements – in the two years before they went down, they never were replaced!


Design (Condensed)


Aspects of the Design That Will Be Considered


Length over 400 ft (120 m).  Height 46.2 m.


Pontoons, tanks, pumprooms, propulsion rooms.


Columns, braces, trusses.


Upper hull with 2 decks.


Chain Locker – storage for chains for anchors.


The 12 anchors which held the ship in place.  They reacted to currents, winds.


The drill string – see pg. 209.


Ballast System and Control Room


Could discharge and thus allow water to go, or take on water by opening holes


The Ballast Control Room and System’s purpose was to take on water and discharge it as needed.


Four portholes about 20m asl were to be able to see gauge on 4 columns to determine if the vessel was level.


Steel “deadlights” also were meant to protect the glass windows


The gauges in the ballast tanks were installed in the middle of the tank, thus the readings of the ballast levels were wrong.  Also, the gauges for the starboard / port side were reversed int he control room.


The Ballast had a spring-operated valve that would automatically close in case of power failure.  (see p. 19, Ocean Ranger Report)


It was an “electric over air” system


Procedure to open and close a valve important


Indicator lights were plain dumb – there was no valve light betwen when the valves were opening and closing (a ½ minute!).  The operator thus couldn’t know for sure whether the valves were opening or closing.


Safety feature in place – in case of failure of electricity or air, a spring takes over and closes all valves.


Back-up system with solenoid valves – if opened, will open the ballast valves.  The operators didn’t know that, and thought that this would close the valves!)


Communications Equipment


The only communications available between the pumproom and the ballast control room was the PA system.  Thus, there was limited ability to communicate for the people involved in correcting a situation.


Fixed VHF Radio


Hand-held VHF radio used for operations


Public Address system


Sound-activated telephone


Ballast control room had only VHF radio and hand-held set for the PA.  The pump room only had the PA.


Life-Saving Equipment


There was a great amount, but it didn’t amount to much!


4 life boats


10 life rafts


127 preservers


25 work vests


15 life rings and lines


Lifeboats should be launched on the lee side, but the setup in the Grand Banks required being launched into the sea.  However, because of the keel of the Ranger, the lifeboats often couldn’t even escape and hit structures such as beams on the way down!


Survival time for an unprotected person is 15-20 minutes in that water.  The work bests didn’t provide any protection.


The US Coast Guard requested that the life boats be replaced.  The asked they be rigged lower to the water having detected a potential problem.  Nothing was done.


Responsibility System


ODECO	Senior authority (tool pusher), all crew except MOBIL personnel reporting.  (Kent Thompson – drilling expertise, no marine qualifications, on-the-job training with some drilling and supervisory courses).


MOBIL	Responsible for MOBIL interests, primarily the drilling program.  (Jack Jacobson, prim. drilling expertise, on-the-job training, drilling-related courses.)


Drilling Crew	Driller, derrickman, floorman, and roustabout.


Master/Captain	Responsible for marine aspects including ballast control operators, and primarily to comply with the regulations that were outlined for the use of the ballasts.  Clarence Hauss  (Was there 19 days before accident; 15 years sea skills, but not in the last 10 years; no ballast control skills.  No semi-submersible experience.  Out of touch with seamanship.)


Ballast Ctrl. Operator�Donald Rathburn (2 years expereince, no course, only on-the-job, no qualifications or tests).  He had been given false informatnion regarding the solenoid valves – he believe that inserting the rods closed the valve; instead, inserting the rods opened the valves!


Operations	The crew had the support of:


Helicopters


Supply ships (standby, a few miles away)


Weather observer (supplied with information from the shore)


	Additionally, training consisted of:


Regular drills.


No marine training.  1 crew member had certification.


The February 6 Incident


The ship developed a 6 degree port heel while taking on liquid cargo.


Captain Hauss was pumping out tank #14 with the Sea Chest valve open, resulting in an ingress of water which the pumps couldn’t counteract.


Thompson believed Hauss caused the list and told him not to operate the ballast control console again.


The significance:  The Master didn’t know how to handle the ballast control system, and Thompson, the tool-pusher, knew this.  Thompson knew Hauss was incompetent, he didn’t know what he was doing either but still proceeded with Hauss, and nothing changed.  


See pp. 51 in the book for more information.


Disaster Strikes


First, Some Terminology


One knot = 1 nautical mph


gale > 34 knots


storm > 48 knots


violent storm > 56 knots


hurricane > 64 knots


OCEAN RANGER’S WINDS: 85-90 knots at peak!


West wind = wind from the west


East flow = water flows to the east


draft = the amount of the ship in the water


Forecasting The Weather and the Delay of Preparation


Waves washed up over the 70’ high deck.  The rig had been designed for open water, and should have been built with this sort of wave action in mind.


2 trained weather observers were on board at all times (p. 44)


They supplied information to Mobil and Newfoundland Oceans Research and Development Co. (NORDCO) every 6 sours.


NORDCO then provided forecasts to Mobil oil rigs every six hours.


There was apparently confusion over the interpretation of the forecasts.  Was the speed given the top speed? The average? (p. 44)


These forecasts were probably ignored in making operational decisions, which were based on actual weather conditions as they occurred. (p. 156)


The reports, however, were completely accurate.  For several days, they had forecasted waves up to 54 ft some time Sunday.


Meteorological people knew there was going to be a big storm.


The Ocean Ranger crew should have further prepared, deballasted the rig and raised it.


The reasons for not disconnecting despite the forecast were economic pressures on the “tool pusher,” Thompson.


The delay was so long, they had to shear the drill using the “Shear Ram.”


If a storm front passes over and the wind changes quickly through more than 90 degrees, the waves can crash into each other and give “freak” conditions.


Hibernia Oil Field right in the path of all gales in that area.


It was normal to expect winter storms at that time.


The wind speed is at its maximum when the pressure is the lowest.


The wave height rises following the winds rising after the storm passes.


Visibility Drops to zero at the center of the storm


The cloud ceiling drops when the center of the storm is near.  This means choppers can’t fly.


Check this out: the storm approached…


From the south-west


The wind picked up (warm)


The wind shifted and was coming from the west


The wind ended up coming from the northeast (cold) – a dramatic shift which caused tremendous wave action!


Two rigs 


Timeline of Events


Ocean Ranger Timeline


Sunday, 14 Feb


Morning	Contact with shore re: drilling indicates everything normal


1545	Conflicting evidence about buildup of storm and termination of drilling


1630	Inquiry concluded that OR was still drilling at this time (ital, p. 59)


1847	Hanging off (shearing off) completed


1900+/-	SEDCO 706 hit by huge wave during deballasting.  Waves peaked (p. 255).


Arguably, it was when false information was given that the chain of events was put into effect.


2044	Phone call between OR and St. John’s reported winds of 90-100 knots and a broken portlight, but no problems, all equipment functioning normally.


2000-2130+/-	VHF Conversations:


What do we make of this?  Probably 50 gallons of sea water hit the control panel.


“The panel was wet and he was getting shocks off it”�“Picking up glass, moping up water, tidying up”�“Cleaning up water and broken glass”�“PA System and gas detection system not working!”�“Getting shocks off other equipment!”�“Valves opening and closing on their own”�





2000+/-		Portlight in ballast control room broken


2106	Call to the other rigs, in which the broken portlight was reported


2200	Phone call between OR and St. John’s:


“Seas up to 65 feet.  No problems with ballast control.  All equipment normal.”  Translation: “Don’t worry, it’s under control.”


2330	Regular weather report.  Normal.  Nothing unusual reported – storm had been forecasted.


2400	Shift change at midnight.�





Notice how much occurred in nine minutes.  This is typical of a disaster.


Monday 15 Feb


0100	OR call to St. John’s asking them to notify Coast Guard:


“Listing to bow 8-10 feet (did they mean degrees?).  Attempting to isolate the problem”


0105	OR call to Seaforth Highlander (8-10 miles away and having problems as well).


“Come to close standby!  Listing badly, all countermeasures ineffective.”


0109	Distress telex received in Connecticut: “Mayday!” (p. 377, p. 64)


0110	OR to St. John’s repeating Mayday call – why Connecticut first?!


0111	OR call to SEDCO 706:  “OR not coming back for us.”  Helicopters and supply boats would be needed for evacuation!


0121, 0122	Support boats dispatched from other rigs


0130	OR call to St. John’s: Crew going to lifeboat stations


0300	OR disappeared from radar.


Notice the chain of events:


The time scale gets logarithmically shorter


Things built up to the disaster


During the time they could have resolved it, nothing was done.


See p. 72 for more information on what happened.


Neighboring Support Ships Timeline


Support Ship


Abbreviation	Ship Name	For Vessel


SH	Seaforth Highlander	(Ocean Ranger)


B	Boltender	(SEDCO 706)


N	Nordertor	(Zapata Ugland)


Monday Feb 15


0105	SH asked to come to close standby


0121	B dispatched from SEDCO


0122	N dispatched from ZU


0130	Crew sent to lifeboat stations


0211	SH in visual contact with OR.  Note conflicting evidence, p. 108.


0221	Distress flare and lifeboat seen by SH


0232	Lifeboat alongside SH


Keep in mind the sea conditions – 60 foot swells, 15 foot breaking waves, 60-70 knot winds.


0232-0238	Men on the deck of the SH saw lights and men on the lifeboat.  Liferings were thrown with lines attached.  Men emerged onto the gunwhale of the lifeboat which capsized away from the SH.


0245	B arrived at OR.  No sign of life/lifeboats on board.  CONFLICTING EVIDENCE: level enough for a chopper vs. helicopter depth under breaking waves.


0300	N saw OR disappear from radar


0305	N confirmed this with B and SH


0338	N informed SEDCO of disappearance.  Message sent to Mobil.  Search and Rescue center not told until 0735.  Mobil was supposed to tell them!


0340	N arrived.  Performed a systematic search.  Wreckage was found, including a life raft and life jackets.


Helicopters / Aircraft Rescue Timeline


Abbreviation	Description


SAREC	Search and Rescue Emergency Center, St. John’s


SAR	Search and Rescue


103 Rescue Unit	At Gander, Newfoundland


413 Rescue Unit	At Summerside, PEI


RCC	Rescue Control Center, Halifax, NS.


CCG	Canadian Coast Guard


Universal Helicopter	St. John’s


Monday Feb 15


0106	SAREC notified of emergency by Mobil (no details)


0121	RCC notified of emergency by SAREC


0131	103 unit at Newfoundland notified.  Universal helicopter notified by Mobil.  Newfoundland advises rescue center that it would be fatal to fly, and that they wouldn’t leave until 0630.


0215	Universal helicopters ready to take off


0322	Airborne


0435	Arrived at site.  They weren’t equipped for a rescue.  There was a low ceiling, rain/snow, and 60-knot winds.


0730	Search and rescue arrived at St John’s – they were never told about the disaster


0830	Search and rescue left not knowing the boat had sunk!


0835	Universal helicopters arrived back at St. John’s and were told of the sinking.  They had shown bravery in the midst of the storm.


0935	Search and Rescue arrive on site


0945	Aurora aircraft arrive and begin to coordinate search


The helicopters were not successful in performing any rescue operations


Aerial surveying commenced, and the aircraft supplied information to the ships.


Bodies were recovered in clothing from pajamas to proper immersion suits.


Wednesday Feb 17


1630	Search effort reduced


Aftermath


Why did it happen?  What happened?


There was a crew shift change at midnight.  It is likely they switched off the power before the shift ended, such that all the valves would close.  There is a possibility the new shift opened them to try to fix the problem, but they actually worsened the situation.  If they had left the power off, the odds are they would have made it through the storm as they were.


When you’re keeling at 10-12 degrees it’s nearly impossible to correct for it.


Once the power was turning off, the pumps wouldn’t work.  This was a clear design flaw.  Further, the control panel didn’t give a positive or negative indication as the pumps were opening or closing.


A stable ship is dependent on the knowledge and skills of the ballast operators.  The ballast operators were inadequately trained.


The relationship between the “tool-pusher” and the Captain was not well defined.  It was incomprehensible to the Newfoundland community that the Captain was not in charge during the storm. It has been suggested he had a health problem, possibly related to alcohol or his heart.  Whatever the case, the ship was not under proper control.


The Ethical Question


Would you have reported “Everything OK” the way Thompson did, or would you have reported some problem?


The Royal Commission


Established jointly by Newfoundland and Federal governments


4 lawyers


2 Engineers


Purpose


To inquire into and report upon the reasons and causes of the sinking of the Ocean Ranger and marine drilling operations including design, inspection, life-saving equipment, rescue, etc.


To make recommendations with regards to the above.


Technical Data


Diving survey


Determined location of wreck


Observed 2 portlights broken


Observed Wellhead closed


Recovered panels from ballast control room


Portlight tests


2 broken


#4 was violently pushed inwards


#2 broke by hydrostatic pressure


A new glass is capable of 99 psi (pounds per square inch), but #2 broke at 83 psi – clearly, insufficient strength was built into the portlights!


Scale Model Tests


It was possible for the rig to capsize at drafts up to 83 ft.


The rig could withstand simulated wind and wave conditions if it was maintained level at a draft of 80 ft.


At a draft of 93 feet and with a bow trim of 6 degrees down, flooding via the chain lockers commenced.


Solenoid Valves


18 of the solenoid valves had brass rods inserted.  11 were on the starboard, 7 on the port.  (We suspect he was trying to pump out the starboard).


The remainder were in the non-activated position.


Control Panel


One of the valve control switches (P-19) showed evidence of burning suggesting a 115V short to ground caused by sea waster.


Of 184 indicator bulbs, 80 had broken filaments.  The failed bulbs were randomly distributed.


There was a very close proximity of the 115V and 24V terminals on the switches – dumb Engineering!


There was also very close proximity of the 115V and 18V terminals on pump switches, which suggested that current leakage had burned out the filaments of the pump indicator lights which were lit.


Control Panel Simulator


The indicator light circuit fuse was burned.


The valve indicator lights were turned green.


Shorting was more severe than on the recovered panel.


Note: Failure of the control panel prevented the ballast control operator from opening / operating valves and pumps except:


Valves closed when the power and air were shut off


Using brass rods to activate solenoid valves (see � REF _Ref348451834 \* MERGEFORMAT �Ballast System and Control Room�, page � PAGEREF _Ref348451834 �8�).


Manually opening or closing valves and starting pumps in the pump room.


Ballast Pumping System


The following contributed to the failure of the ballast pumping system:


Suction head caused by a bow list


Cavitation – or loss of friction in the pipelines, slowed the pumping action


Mismatch of pump and pipeline size


Center of gravity of rig


Once the rig reached a 28 ft angle, the pumps couldn’t pump out the water fast enough.


Conclusions


Accident Hypotheses


The initial panel failure caused inadvertent opening of the sea-chest valve (P-32) and some ballast valves, allowing sea water to ingress the forward ballast tanks.


Removing power from the panel would close all valves, stabilizing conditions.


With the power inoperative, the ballast control operator attempted to pump out the bow tanks, but because of the existing list, the pumps were incapable or would pump preferentially from the stern tanks if multiple valves were open, thus worsening the condition.


Primary Cause of the Accident


Breaking of the portlight


Design and manufacture was inadequate for the service.


Operating practices did not contain an instruction to close the deadlight.


Designer and manufacturers, considering the possibility of a water spill, should have waterproofed the control panel.


Secondary Cause of the Accident


The ballast control operators (including the Master) were incapable of handling the problems caused by water on the control panel


Culminating cause of the Tragedy


All of the life-saving facilities and equipment was useless.


Failure of Responsibility System


The system relied upon the capability of the ballast control operator who didn’t have the technical understanding of the severe limitations of the ballast operation.  The system failed to provide, in several areas, the required facilities, knowledge, and skill required for safe operation.


Also, the supply ship was too far away, and incapable of responding.  It didn’t have the necessary equipment.  The choppers were two hours taking off, and they couldn’t land on the pad that was moving up and down through some 8 meters!


Responsibilities of an Engineer


As discussed above, these are threefold:


Better design


Minimize effects


Have plans to recover from failure


Conclusions / Recommendations of the Review Board


General


Conduct a review of drill rigs in regards to stability and safety (e.g. forces encountered, strength of materials, etc.)


Chain lockers should be waterproofed, flooding alarms installed and the capability to de-water augmented.


Ballast pumps should be capable of restoring level attitude in the worst-case condition


Approvals:


The Federal / Provincial approval process be conditional upon all certificates applicable to the drilling unit


That operating standards be set in a manual of operating and emergency procedures


That non-compliance be reported!  (Why didn’t they replace the lifeboats as requested?)


That regulatory authority conduct an analysis of critical systems


Lifesaving equipment – that a trained crew be required to man the lifeboats


Training


Require an assessment of training methods, review on-the-job training methods, establish minimum standards.


Specific training for ballast control operators, require certification


Training of key personnel in emergency measures.


Other


Limitation of phase-in of local residents


Suitable standby craft, training standards, drills


Rescue and weather information clarified


Search and Rescue helicopters stationed at the closest airport


Operating manual for ballast system


PA System and alarm system operable in the event of a power failure


Proposed Scope of Work


Natural Forces


Wave action – portlights, structural members


Wind


Flooding


Hydrostatic Pressure


Waterproofing


Stability


Floatation


Resistance to Overturn (Can it be righted?)


Ballast pumping capacity


Ballast control center


Other hazards


Collisions with iceburgs / ships


Fire!


Power Failure


Omissions by ODECO


Did not provide the required number of qualified marine personnel and had not complied with US Coast Guard directives re: lifeboats


Did not have a valid “Certificate of Inspection” at the time of sinking.


Failed to provide survival suits (recommended previously)


Omissions by Mobil


Failed to ensure that the crew had suitable training


Failed to instruct supply ship Captain of his duties


About Mobil and ODECO


Mobil and ODECO are Canadian companies or subsidiaries, and therefore can’t have charges laid on them based on US law.  A civil suit, however, was launched.


Final Conclusions with regards to Engineering


Engineering design must be adequate to serve the anticipated operating conditions.


But what standard do we go by?  What wind velocity; wave height; storm power?


Worst-case scenario for the pumping system should have been considered.


The Operating Manuals for the solenoid valves and the pumping system were insufficient.


Failsafe design features must be implemented.


Monitoring and control panel should be combined.


Indicator lights should be in one or two circuits rather than independent.


Intelligent redundancy is essential.


Backups should have been in place.  Shouldn’t there have been a computerized check / balance system?


Brass rods in the solenoid valves was an ill-conceived redundancy system.


The Responsibility System failed.


Operating Managers should be made aware of the capabilities and limitations of the equipment and processes.


It should be ensured that expertise is available to deal with every potential problem


This is the system by which an organization assigns responsibility to people in a system so that the whole system works efficiently.


Where were the Engineers through all this?  They didn’t make the managers aware of the limitations of the ballasts and other systems.  This is part of their duty to:


Minimize risks;


Plan ahead for potential problems; and,


Implement an effective backup system.


Ethics in an Industrial Setting:�Industrial Accident Prevention, Worker’s Compensation and Safety/Environmental Control Systems


Why is Industrial Accident Prevention Important to me?


What responsibilities do various positions involve?


You’re going to be faced with responsibilities at several levels:


As an engineer


As an employee


You’re now expected to have additional technical knowledge


As a supervisor


Now, the responsibilities and expectations on your shoulders double


You must make sure others do their part as well.


As a company official


You must speak of behalf of your company, and “protect your ass”


You are obligated to look after the interests of your company


Conflict may arise regarding profits / costs that doesn’t surface at other levels of management (for example: the poorly-handled Challenger incident)


How is it important?


Ethically important – these are responsibilities that engineers and corporate managers have to society.


Legally important


Financially important


In Canada each year


1000 workers die


½ Million are disabled


20 Million workdays are lost


Important for humanitarian reasons – no one can help but feel it if someone dies.


Mitigates Side effects – anxiety, stress, distraction, etc.  Other workers will also be affected if something happens.


Important for Reputation – a good, safe completion of a task looks incredible on a resume.


Worker’s Compensation: How does it affect the Engineer and the worker?


How does Worker’s Compensation coverage work?


All employees are covered, except those who are self-employed.


Lost wages are compensated for


Medical / rehabilitation costs considered


Disability payments


Death payments


Regulations in place regarding: Mines, mining plants, construction projects, industrial plants, and so on.


Joint safety and health committees also work to ensure that coverage is fair and universal.


What are the principles of the Worker’s Compensation system?


No-fault system


Fully funded plan


Employer pays the premiums


Originally meant primarily for accidents, currently used more for work-related health incidents


What are the problems with the system?


The cost, and the potential for unfunded liability


Misuse and fraud within the system: There have been incidences where employees have taken advantage of the system:


Through phony companies


Getting doctors to substantiate claims


Social / lifestyle issues


Age, smoking, heart conditions and stress: what constitutes a self-inflicted hazard, and why should the employer pay your medical bills?


What are some of the other systems in effect?


The right to refuse unsafe work:


Report the unsafe conditions.


Inspect the situation with a Safety and Health representative.


If the situation is not resolved, an inspector is called in.


The Workplace Hazardous Materials Information System (WHMIS):


Labeling of hazardous materials is required.


Data sheets are provided in the workplace environment explaining the hazards of the materials found there.


Education and procedures are planned in advance to mitigate potential problems.


What are the Required Elements of Safety and Environmental Control Systems


1.	A Policy / Mission Statement


To establish a common purpose


To clarify the role of safety/environment vs. other priorities


To show a commitment and effort


2.	Awareness Programs


To provide education and information


To assign responsibility (As it wasn’t done with the Ocean Ranger)


To provide motivation


3.	Job Procedures


Operating Procedures (Standard Operating Procedures (SOP’s))


Equipment manuals


4.	Job Training


Informal:


On the job


mentoring


apprenticeship


Formal: (more effective today)


Acquire skills and knowledge (from books, etc.)


meet performance standards


certification (docs which say the training is complete)


5.	Continuous Improvement Programs


New initiatives (ex. Need to improve dust levels in a plant)


Spin-off benefits (product quality may improve along with the dust levels)


6.	Incident remediation (How to mitigate the results of the incident)


Emergency response


Recovery / rehabilitation (TTC subway – someone died who may have survived if the ambulance had been called 3 hours earlier)


7.	Accident Investigation


Determine cause (may be formal / informal)


Conceive measures to prevent reoccurrence


Implement measures


Audit results


8.	Incorporate affiliates


Unions


Government


Local NGO’s (environmental / social organizations)


9.	Audit Programs and Processes


Bridge the gap between theory and practice (going down the hierarchy of system plans)


10.	Worst-case Scenarios


Prevention and preparedness (Ocean Ranger… be prepared!)


Major Environmental Issues


Global Warming


Consequence


Gradual global warming due to increased accumulation of greenhouse gases (CO2) and ozone depletion


Government Response	


Disincentive of fossil fuels and CO2 emissions


Ban on CFC’s


Auto emission controls


Engineering Response


Energy conversion


Energy efficiency


Co-generation


New refrigerants / propellants


Improved auto designs – more efficient engines and fuels; and smaller, cheaper cars.


Urban Air Quality


Consequence


Smog, etc.


Government Response


Toronto, Vancouver have set CO2 emission objectives


Urban transit policies


Engineering Response


Auto and industrial plant design


Acid Rain


Consequence


Acidification of lakes and steams by acidic compounds in precipitation (for example, H2SO4)


Government Response


Stack emission controls


Auto emission controls


Engineering Response


Metallurgical plant design re: SO2 emissions


Petroleum industry design re: SO2 / H2S emissions


Auto Design re: NOx emissions


Waste Disposal


Consequences


Contaminated land and water


Sewage; BOD (Biological Oxygen Demand), bacteria, metals, etc.


Garbage


PCB’s (only 1 authorized treatment facility in Canada!)


Nuclear waste


Government Response


Regulation


Require disposal sites to be nearby (no “NIMBY” – “Not In My Back Yard”)


Engineering Response


New methods of treatment and disposal


Acid Rock Drainage


Consequence


Water courses toxic for fish


Sulphide minerals in waste materials oxidize to form weak acids; metals form soluble compounds (Cu, Zn) which harm the reproductive systems of fish.


Government Response


Project Permitting (are projects worth the ensuing damage?)


Water-quality standards


Engineering Response


Metallurgical processes


Waste disposal methods


Endangered Species / Loss of Habitat / Wilderness Protection


Consequence


Decrease / extinction of some wildlife species (there is a philosophy that we must maintain some virgin forest in this and other countries)


Decrease in undeveloped area


Government Response


Wildlife protection


Resource development restrictions


Parkland designations (Awareness must increase about the impacts of industrializing a wildlife habitat.  A great number of restrictions are already in place to protect habitats, and most governments have protected critical areas from development.)


Engineering Response


Habitat protection / replacement


Impact management


The Engineer in the Workplace


Both acute and chronic effects can result from interaction in workplace conditions


Acute effects are typically easy to recognize, easy to detect and have causes that are easy to identify.


Chronic effects are typically hard to recognize, hard to detect and have causes that are hard to identify.


What are some examples of adverse workplace conditions?


(Engineering responses below are listed from most to least effective)


Noise


This can be either an acute effect or a chronic accumulation


Engineering Response:


Dampening (removal of source if possible)


Attenuation (lessening of sound through design)


Barriers (soundproof booths)


Personal protection devices (earmuffs / plugs)


Dust


From fibres, silica, metal compounds


Nuisance dust


Engineering Response:


Change the process to remove the source (for example, remove an open transport and replace it with an enclosed one; perhaps transport something as a liquid instead of a solid)


containment (perhaps transport something in pipes instead)


workroom ventilation (airflow changes)


personal protection devices


Radiation


This can be either an acute effect or a chronic accumulation.


Engineering Response:


isolation (barrier between workers and radioactive material)


shielding (shield a worker)


ventilation (rid the workplace of radiation)


work schedules (ensure maximum doses aren’t obtained)


Vapours / Aerosols


From chemical plants, agitated tanks, fluid transfer


Spray painting


Engineering Response:


Change the process (find a safer way to do it)


Containment (within piping)


Workroom ventilation (substitute contaminated air with clean air)


Personal protective equipment


Heat Stress


Ambient temperature can be harmful to the worker


Process heat can cause this


Engineering Response:


VAC (air conditioning, heating, etc.)


Work schedules


Gases


CO / NOx (internal combustion engines)


SO2 (mining / smelting)


Process / inadvertent (mixing can cause problems)


Engineering Response:


Process / equipment change (cleaner burning fuel)


Ventilation (corrective action)


Oxygen Depletion / Displacement


Volatile liquid / tank (Vapor pressure)


Engineering Response:


Ventilation


Self-contained breathing apparatus (SCUBA)


What Constitutes The Management Process for Workplace Conditions?


The amount of exposure received is important on a personal level on an immediate, daily and long-term scale.


1.	Monitor Exposure Conditions Over A Variety of Time Frames


Instantaneous conditions


Continuous (Time-Weighted Average Exposure)


Personal monitoring (like a button measuring total exposure)


Personal exposure record (how much dosage a person has received over their whole life)


2.	Refer to Exposure Standards


TLV, or Threshold Limit Values, can be used to compare personal exposure records.


3.	Engineering and Management


Once again, if TLV levels are close, it’s up to the Engineers and the Management to take action and ensure that adverse effects are reduced.


Guest Speaker: Kevin Hall, Civil Department


2 water-based disasters:


Solvents Recovery Service of New England Superfund Site


What was it?


A toxic waste dump which operated from 1955-1991


Solvent distillation and fuel blending


Toxic chemicals detected in well field 16 Sept, 1976.  At the time, it was in the midst of a town of some 18,000 people.


There were reports of abnormally high rates of cancer among residents, especially children.


Accusations of cover-ups.


Consequences


5 parts per billion the acceptable level of some chemicals, but the residents were getting 100 parts per million around the site!


Interceptor wells were built to stop the flow in the late ’80’s, but they didn’t work.  They made it worse.  They went down through the till into the bedrock, and so now the waste is also in the bedrock – a much more serious problem!


As the waste is released, it creates pools in the soil.  Then, “windows” in the till allow it to seep into the bedrock.  And these interceptor wells aren’t helping things.


The waste contains high concentrations of carcinogens.  The lifespan of this stuff is at least 100 years.


Now, they’re looking at a program of in-situ remediation.


Many remedial techniques can rapidly remove large amounts of mass


The wrong technique, like the interceptor well one, can make it worse.


They’re going to use a still sheet and wells to try to suck some of it back up.


The Portuguese Dam


Dolash units (like an “I” with the bottom stick twisted through 90 degrees) held together the structure well.


When testing, it’s difficult to get the properties of concrete right on a small scale.


Guest Speaker: Transport Emergencies and Structural Engineering


How are Engineers Involved in Dealing with Emergencies?


Pre-disaster planning and early detection


Immediate time-critical response


Impact mitigation during the recovery period


Preventative actions and designs for the future


Transport Impacts of Disasters / Emergencies


Hurricanes and Nuclear Disasters


Develop evacuation routes and schedules by sector.


The difficulty is these will never be tested.


Dangerous Goods Transportation


Plan location of rail/truck corridors


Set up land use buffers and permitted transportation time windows (i.e. transport toxic waste off of peak hours!)


Snow/Ice Storms and Fog


In-road ice and snow sensors


Infra-red visibility sensors for fog warning


Incidents on Freeways


Early detection using traffic flow sensors


Efficient incident removal using tow trucks / police


Traffic management through controlled diversion and dynamic signal re-timing


Emergency Services Dispatch


Automated vehicle location and dispatch using GIS


Real-time vehicle routing and tracking – GPS


Dynamic en-route signal preemption / priority


Case Study: LA Earthquake


Initial Response (First Couple of Hours)


Automated dispatch of emergency and response vehicles, and affect the traffic flow by preempting traffic lights to get them through


Management of congestion of en-route vehicles


Evacuation of areas under threat


Medium Term


Prioritization of repairs


Modification of traffic control strategies to reflect the dynamics of the situation


Structural Damage


Bridges, buildings – columns are the most critical structure


Failure modes – local buckling


Structural Engineering’s Response


New design methods and materials


Repair methods or retro-fitting of old structures with conventional as well as advanced composite materials


Materials are changing from steel ( carbon fiber.


Guest Speaker: Dr. Bawden, Mining Engineering:�Risk Management in Mines


Sample Catastrophic Failures in the ’60s


A series of catastrophic failures in the 1960s focused a need to better understand the response of large, fractured rock masses.  The infant science of the time was based on tests which were performed in laboratory conditions; fractures in huge cross-sections of rocks were largely ignored.


A mine can consist of an open pit or an underground mine.  The act of mining increases the stress and strain on rocks.  This may cause rock bursting and/or dynamic failure.


The Malpasset Dam failure


In the French Alps; killed over 700.


The dam was concrete, but the base was rock which had within it two joining fractures.  


The water entered the joints, creating pressure on a wedge of rock.


The rock pushed up and was jettisoned. 


The Viaont Reservoir failure


Killed over 2000.


A slump of rock fell into the reservoir, sending waves over both ends and destroying two cities (and we’re talking destroyed).


The dam didn’t fail – it had been built with a significant factor of safety.


The Colebrook mine failure


In this South-African underground mine, a domino-type collapse in which over 450 were killed underground.


In South Africa alone, over 100 people a year are killed by dynamic failure of rock stress faults.


Dam Failure in China, 1970s


In the 1970s, a dam failure in China killed 230,000.  It was an earth-dam.  The suspected cause was either a pumping failure or erosion by over-tapping.


The Mica Dam in BC


Built in BC after these disasters, the Mica Dam spanned a major river and was used to generate hydroelectric power.  The dam has an impermeable rock-filled core with a drainage system.  The engineers not only concerned themselves with the dam, but also the safety of the reservoir.  There had been landslides, so major concerns were raised.


With a rock-filled dam, an overflow can erode the dam itself, so reservoir stability was of utmost importance.  (The rate of failures is on an exponential curve.)  They were left with two choices: to remove the unstable material, or to increase the friction in the rock.


Churchill Falls 


At Churchill Falls, there was a large volume of water redirected to produce hydroelectric power.  Lakes were expanded, and systems were laid down.  Several risks were introduced as a result of:


The stability of the earth-filled structures


The stability of the control structures (small dams that release water to reduce the chance of the overflow), and


The nature of the underground power generation complex.


The water pressure underground could potentially cause the side of the mountain to “blow up.”  The dynamics of this situation were studied in detail to keep water pressure at manageable levels.  Glacial till was considered to be very good for serving as the core of an earth-filled structure


How is a Mine Designed?


Shaft stations jut out periodically from a main shaft.  They are often interconnected by spiral tunnels.


These tunnels continue into the ore body.  (In Canada, the ore body is usually vertical, thin and tabular).


The tunnel opening’s size is a function of what the rock can support.  After blasting and drilling, the ore is passed down to the ore bin, which connects to the main shaft and is brought up by the skip.


“Inclined penstocks” can be installed to go down the mountain, generate power, then release the water into the river.


“Grouting” cement can be fired deep into the earth to force the water to go lower.  This reduces the uplifting water pressure.


A good drainage system is a necessity to pick up any water that gets by the control dams and grouting.  Monitoring of the earth dam and the water pressure is a continuous responsibility.


How are Intact Rock and a Rockmass different?


Intact Rock:	A section of rock to which continuum theories can be applied fairly rigorously.


Rockmass:	A complex, heterogeneous assemblage subdivided by natural fractures (joints, bedding, schistosity, and all those other cool words we learned back in Geo). A rockmass may provide you with a completely different set of mechanical properties!


By the time you get to about 25x25m, we deal with a section as a rock mass – it will have many discontinuities.


It is much harder to quantify safety features in a rockmass.


How do we deal with Progressive and Violent Failures in Fractured Rock Masses?


Weak materials like salt and potash tend to fail passively; that is, over long periods of time, as opposed to explosively.  Passive failures are generally safe, and, in part, controllable.


Violent failures are extremely dangerous, as they occur unexpectedly.  They are usually a result of rock bursts.


How can you monitor rock-bursts by microseismic monitoring?


Minor seismic noise can give indications of potential failure sites.  The fundamental question then becomes: Can we predict rockbursts in real time?  With 100% accuracy?


By detecting audio we can triangulate the location of an event and decide where we should shut down the mine or look for survivors.


With modern equipment, we can detect a signal’s intensity and can thus interpret the data.  Unfortunately, what we can’t do is predict failure tomorrow / the next day / a month from now, or whatever.


( Structural Mapping ( Microseismic Monitoring ( Numerical Mapping ( 


What can we conclude about Risk Management in Mines?


The ultimate goal is to be able to make an assessment of potential rock failues in order to properly design mines and deal with problems as they arise.  Microseismic Monitoring is a step in the right direction, but it does not provide sure protection, nor the ability to detect future failures.


The case studies show that we are making progress, but the system is far from fail-proof.


Guest Speaker: Dr. D. J. Winfield, Mining Engineering:�Nuclear Reactors


The material in Dr. Winfield’s lecture is covered in his 14-page handout.


The root causes of most nuclear accidents are the same as those for most major high-risk industrial accidents; we must work on improving the “Corporate Memory” and, in particular, recalling that the responsibilities of Corporate Management to ensure the safety of the operation must be paramount.


Accidents must be documented, analyzed and used in training to prevent their reoccurrence!


The Chernobyl Accident


Occurred 26 April, 1986


Iodine vapour was released and extended over the Ukraine, causing Thyroid cancers and other malaises


Chernobyl’s proximity to a river which extended to Kiev meant that a great quantity of water was contaminated.





Guest Speaker: Dr. G. F. Marsters:�Safety in Civil Aviation


Dr. Marster’s colorful 32-page handout outlines some of the pressing issues in modern civil aviation.  Air travel is not inherently safe, and an aging fleet of craft results in a tremendous gray area surrounding what constitutes “flightworthiness.”


 


Guest Speaker: �Environmental Disasters


The handout included with this presentation was so thick it constituted an environmental disaster.  Inco’s Emergency Preparedness was discussed, and the causes, effects and remedies/preventive measures for a variety of acute and chronic environmental disasters were considered.


Some Examples of Acute Environmental Disasters


Bhopal


Chernobyl


Exxon Valdez


Some Examples of Chronic Environmental Disasters


Acid rain


Ozone Depletion


Global warming


Acid mine drainage


Great Lakes Water Quality


Waste – Hazardous and Non-hazardous


Guest Speaker: Martha Etherington:�Ethics and the Chemical Industry


Why wouldn’t you want to live beside a chemical plant?


Pollution – air, ground and water


The potential for accidents


The Effect of the Bhopal Incident


After pesticides were released in Bhopal (1984), killing thousands and injuring thousands more, there was a recognition of the need for the chemical industry to establish credibility and demonstrate responsibility.


The “Responsible Care” philosophies and guiding principles were established.  The concerns expressed centered around on-site processes and transportation of chemical products and wastes.


Responsible Care established six codes of practice.  It was uniquely Canadian-initiated, but has been adopted in over 36 countries.  To become part of the CCPA (Canadian Chemical Producers Association), the CEO must sign a statement specifying that the company will practice the policies outlined below.


Many other industries are considering adopting similar codes.


About the Canadian Chemical Producers Association


Established in 1962; now over 70 companies are members.


The CCPA represent 90% of the chemical manufacturers in Canada and employ many Canadians.


Their objective: To establish an economically-viable attack on pollution from within the Chemical Industry.


“Responsible Care” can be seen as the CCPA’s code of ethics.


The CCPA’s Responsible Care initiatives resulted from the members’ desire to be seen as responsible citizens and companies.  The codes apply to operations in and outside of Canada.


Guiding Principles of the CCPA


To ensure that operations do not present an unacceptable level of risk to employees, customers, the public or the environment.  The community wants to know that they are safe.


To provide relevant information on the hazards of chemicals to customers, urging them to use and dispose of products in a safe manner – and make such information available to the public on request.  (A lot of advertisements and promotions also contain some safety information).


To make Responsible Care an early and integral part of the planning process leading to new products, processes and plants.


To increase the emphasis on the understanding of existing products and their uses, and to ensure that a high level of understanding of new products is achieved.


To comply with all legal requirements which affect its operations and products.


To be responsive and sensitive to legitimate community concerns.


To work actively with and assist government and selected organizations to foster and encourage equitable and attainable standards (for example, potential legislation enforcing these codes for all chemical plants and producers).


The Six Codes of Practice of the CCPA


A)	Community awareness and emergency response


Active local program


Ensure community understanding of rights and responsibilities, concerns and needs


Restrict some activities


Communication of up-to-date emergency plan


“Outreach” program to the community around each site (guest speakers, dinners with farmers, etc.)


Transportation Emergency Assistance Program


Co-op effort response to chemical transportation emergencies


Specialist move to the scene within hours


Research and Development


Advised of all potential hazards


Responsible disposal


Manufacturing


Advise all of associated hazards and risks


Employees aware of effluent and emission releases


Minimize impact on environment, community, etc.


Transportation


Improve safety and reduce accidents


Hazards and handling details


Selection of carrier criteria


Minimized risk routes chosen


transportation emergency plan in place


Distribution


Customer needs to have information regarding the use and disposal of the chemicals


No distribution of the chemicals should be allowed to irresponsible companies


Hazardous Waste Management


This should be a major public concern


Lost revenue should be accepted in the disposal


“What’s good for the environment is good for business.”





� These accounts of how the systems worked indicate the essense of bad design.


� OK, seamen out there… should I have left this until the next day and marked it as 0000?  I don’t know.  They didn’t teach me that on “Star Trek.”
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